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Exam: TDDD48 Automated Planning 2012-05-30

Important Notes
Read the following before you begin!
 While the questions are in English, you may answer in Swedish if you prefer!

e Clear and comprehensible explanations and motivations are always required. This does
not necessarily mean that each answer should be a long essay. What is important is
that all the relevant facts are present and clearly explained.

e Concrete examples or counterexamples may be useful as part of a motivation, If S0,
please make sure you include all relevant information about the example.

1 Fundamental Concepts

Let a plan be any action structure that is executable — for example, an executable sequence
of actions or an executable partially ordered plan.

a) What additional requirements must be satisfied for a plan to be considered a solution
in (1) satisficing planning, (2) optimizing planning?

Also, why do both of these types of planning exist (what is the advantage of each type
over the other)? (2 points)

2 Heuristics in State-Space Planning

a) Define (in words or formulas) the optimal delete relaxation heuristic hy.

Explain in general terms one possible method that allows you to calculate the value
b (s) for any state s in any planning problem instance.

Is this heuristic always admissible? Explain clearly why. (3 points)

b) What is the main difference in the definition of (1) the hy heuristic, which belongs to
the h,, family of heuristics (where m > 1), and (2) the hy heuristic?

How and why does this difference affect the applicability of these two heuristic func-
tions in optimizing and satisficing planning, respectively? (2 points)

c¢) What is a landmark? Explain the general definition and give an example of a concrete

landmark from a simple planning domain such as for example Logistics, Blocks World
or Towers of Hanoi.

Give an example of how landmarks can be used in the definition of a heuristic function
for state-space planning. Keep the description general as opposed to applying it to a
specific state or problem instance! (2 points)



3 SAT Planning

Recall that SAT planning is based on translations of planning domains and problem instances
into propositional satisfiability problems.

a)

b)

What is the purpose of complete exclusion axioms in SAT planning?

Explain what happens if complete exclusion axioms are omitted, and when (for which
type of planning) this may in fact be desirable. (2 points)

In SAT planning, we need frame axioms (for example, explanatory frame axioms) to
ensure that the SAT solver gives correct results that correspond to valid plans.

Explain how planning could go wrong if frame axioms were not included in the SAT
translation of a planning problem.

Demonstrate using a concrete example. The example does not have to involve an
entire SAT assignment and SAT formula processed from beginning to end, as this
would take considerable time to generate by hand. It is sufficient to illustrate the
most central aspects of how the planning process could return invalid plans given a
lack of frame axioms. (2 points)

4 Planning with Control Rules

a)

b)

What is a control rule? Give an example of a reasonable control rule for a domain of
your choosing.

The control rule and the domain can either be defined formally or explained clearly
in natural language. If you choose to use natural language, make sure all relevant
aspects of the rule are still present. In other words, the natural language description
should be sufficiently detailed that it maps relatively closely to the formal syntax of
the rule language. (2 points)

How can a control rule be used to guide a planner during forward state space search?
For example, you may explain what are the main differences between how a domain-
specific control rule provides guidance and how an equally domain-specific heuristic
function provides guidance, and what happens when a control rule is found to be
violated. (2 points)



5 Planning with Markov Decision Processes

The following example of a stochastic process has been used during the lectures:
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a) Suppose that our objective is to visit states s2 and s4 repeatedly (over and over again).

For example, we might be generating a policy for a robot that wants to see regularly
what happens at each of those two locations.

Specify costs (for each action) and rewards (for each state) that ensure that this
will happen regardless of which state we start in. Assume a discount factor of 0.9.
(1 point)

b) Begin with an initial policy 7t such that for any state s, 7my(s) = wait. Then perform
two full steps of policy iteration given your own costs and rewards, creating the policies

7, and m,. Show clearly how each step in the policy iteration is calculated, not just
the final result. (2 points)

We suggest that you abbreviate the move actions so that move(r1,i5,12) becomes m52, etc.



