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Instructions:

e Start each question at a new page.
¢ Write at one side of a page.

e Write clearly.
L

If you make assumptions about a question, that are not explicitly stated, you need to write
these down. (These assumptions cannot change the exercise or question.)

Help: dictionary

GOOD LUCK!



1. Apriori algoritm (2p+1p+1p+2p=6p)
a. Describe the Apriori algorithm.
b. Describe how you incorporate a monotone constraint into the Apriori algorithm.
c¢. Describe how you incorporate an antimonotone constraint into the Apriori algorithm.

d. Sketch a proof of the correctness of the Apriori algorithm.

2. FP grow algorithm (2p+1p+1p+1p=5p)
a. Describe the FP grow algorithm.
b. Describe how you incorporate a monotone constraint into the FP grow algorithm.
c. Describe how you incorporate an antimonotone constraint into the FP grow algorithm.

d. What is the main advantage that the FP grow algorithm has over the Apriori algorithm 7

3. Constraints and lift (1p+1p+1p=3p)

a. Give an example of a constraint that is both convertible monotone and antimonotone. If
you think it is not possible, explain why.

b. Consider the constraint 3<sum(S)<10 where S is an itemset and sum(S) returns the total
price of the itemset S. Assume that all the prices are positive. Is this constraint
monotone, antimonotone, or neither ?

c. Give an example of a rule with lift greater than one and another example of a rule with
lift smaller than one.

4. Clustering by Partitioning (1p + 3p = 4p)

Given the data set {0, 2, 3, 8}. Assume we use Euclidean distance. Assume we are using PAM
with k=2 and currently have the cluster centers 2 and 3.
a. Give for each of the current clusters which data objects belong to the cluster.
b. Show the next iteration in the PAM algorithm. Give all steps in the calculation. Will
there be a change in cluster centers? If so, give for each of the new clusters which data
objects belong to the cluster.



5. Hierarchical clustering (4p)

Describe the principles and ideas regarding BIRCH.

- Give a sketch of the algorithm.

- Explain Clustering Feature Vector. Given a cluster with the data points (1,1), (1,2), (2,1) and
(2,2), what is its clustering feature vector?

- Explain what a CF-tree is and how it is used in BIRCH.

- What parameters are used as input?

6. Clustering categorical data (4p)

Describe the principles and ideas regarding the ROCK algorithm.
Within your description, make sure to give a sketch of the algorithm and to define neighbor,
common neighbor, link for objects, link for clusters, and G (goodness measure).

7. Data mining system (2p)

Give an architecture for a typical data mining system. Give the functionality for each of the
components.

8. Distance measure (2p)

What is the distance between Item K and Item L7

Item K1 (50,1) (2,3) Y N N N 7
ItemL | (50,2) (1,4) Y Y Y N no-value-available

Attribute A is interval-based and Euclidean distance is used.
Attribute B is interval-based and Manhattan distance is used.
Attributes C and D are binary symmetric variables.
Attributes E and F are binary asymmetric variables.
Attribute G is interval-based.



