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1. Synchronous and asynchronous distributed systems. What are their main features and what
are the consequences of these features?

(3p)

2. How can exactly once semantics be achieved in the case of lost messages (assuming the serv-
er never crashes)?.

(Z2p)

3. What is an Interface Definition Language. What is its function in the context of Middleware.

(2p)
4. What are potential problems with client-server systems?
How are they solved with peer-to-peer systems?
What are key issues and problems with peer-to-peer systems?
(3p)
5. Consider the following set of events:
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Assign the missing vector clock values to the events.
(3p)
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Explain the following types of redundancy:
- Time redundancy

- Hardware redundancy

- Software redundancy

- Information redundancy

(3p)

Consider mutual exclusion with the Ricart-Agrawala algorithm (the first algorithm, not using
a token). Imagine three processes: Py, Py, and P,. P; and P, are requesting the same re-
source, and the timestamp of the requests is (6, 1) and (5, 2) respectively. Illustrate the se-
quence of messages exchanged (use figures). Who gets the resource fist?

Gp)

Remote Method Invocation: trace the way of a request and of the reply from the client to a
remote server and back. Illustrate with a figure.

(Gp)

Define total and causal ordering of requests. Illustrate by an example.

How can total ordering be implemented using a central sequencer?

Consider total ordering based on distributed agreement (no central sequencer); consider one
front end and several replica managers.

In this case, the replica mangers, after receiving a request, send back to the front end a cuid.
What does the front end send back to the replica managers after receiving the cuid from each
replica manager? How does the front end calculate the value it sends back?

What happens if a replica manager crashes before sending to the front end the cuid for a re-
quest it received?

(4p)

Consider a bully election with 6 processes, Py, ..., Pg. Ps; the current coordinator, fails and
P; starts the election. Illustrate the sequence of messages exchanged (use figures).

(Gp)
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14.

Explain the following types of redundancy:
- Time redundancy

- Hardware redundancy

- Software redundancy

- Information redundancy
(3p)

Adjusting drifted clocks: Ty, is the time shown by the clock and Ty, is the value we have
to change the clock to.

a) What is the main problem and how is it solved in principle?

b) Concrete solution with mathematical discussion.

(3p)

What does it mean by external and internal synchronization of physical clocks?
What does it mean by centralised and distributed synchronisation algorithms?
(2p)

For clock synchronisation with the Precision Time Protocol the communication delays on the
way master to slave and slave to master have to be considered. The calculations for clock
synchronisation assume that the delays in both directions are equal. This, however, should
not be necessarily true, in general. How is this particular problem solved? Explain and
illustrate your explanation with a figure?

(3p)



