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The exam consists of exercises worth 37 points.
To pass the exam you need 18 points.

Auxilﬁarﬁ help items:
Hand calculators.

Directions:
You can answer the questions in Bnglish or Swedish.
Use notations and methods that have been discussed in the course.
In particular, use the definitions, notations and methods in appendices 1-3.
Make reasonable assumptions when an exercise has been under-specified.
Begin each exercise on a new page.
Write only on one side of the paper.
Write clearly and concisely.

Jourhavande: Mariusz Wrzorek, 0703887122, Mariusz will arrive for questions around 15.00.



1. Consider the following theory (where z, y and 2 sre variables and nono,america and jim are constants):

Vz[American{z) A Weapon(y) A Sells(z,y, z) A Hostile(z) — Criminal(z)] . (L
| Jz[Owns(nono, z) A Misstle(x)] ()
Va[Missile(z) A Quns(nono,z) — Sells(jim, z, nono)) ' (3)
VaiMissile(z) - Weapon{z}] : {4)
Ya[Enemy(x, america} — Hostile(z)) {5)
American(jim) {6
Enemy(nono, america) (7)

(a) Convert formulas (1} - (7) into clause form with the help of appendix 1. [ip]

(b) Prove that Créiminal{jim) is a logical consequence of {1) - {7) using the resolution proof procedure.
[2p]
¢ Your answer should be structured using a resolution refutation tree (as used in the book).

o Since the unifications are trivial, it suffices to simply show the binding lists at each resolution
step. Don’t forget to substitute as you resolve each step.

(¢) Convert the following formula into clause form with the help of appendix 1. ( z,y and z are
variables). Show each step clearly. [1p]

Va[[Wydnimal(y) — Loves(z,y)] ~+ [ByLoves(y, z}]] (8

2. Constraint satisfaction problems consist of a set of variables, a value domain for each variable and a set
of constraints. A solution to a CS problem is a consistent set of bindings to the variables that satisfy
the contraints. A standard backtracking search algorithm can be used to find solutions to CS problems.
In the simplest case, the algorithm would choose variables to bind and values in the variable’s domain
£0 be bound to a variable in an arbitrary manner as the search tree is generated. This is inefficient and
there are a number of strategies which can improve the search. Describe the following three strategies:

(a) Minimum remaining value heuristic (MRV}. [1p]

{b) Degree heuristic. [1p}

{c} Least constraining value heuristic. [ip]
Constraint propagation is the genersl term for propagating constraints on one variable onto other
variables. Describe the following:

(d) What is the Forward Checking techrique? [1p]

(e) What is arc consistency? [1p]

3. Alan Turing proposed the Turing Test as an operational definition of intelligence.

(a) Describe the Turing Test using your own diagram apd explanations.[2p]
(b) Do you believe this is an adequate test for machine intelligence? Justify your answer.[1p]



4. Consider the following example:

The fire alarm in o budlding can go off if there is a fire in the building or of the alarm s
tompered with by vandels. If the fire alarm goes off, this can couse crowds to gather atf the
front of the building and fire trucks to arrive.

{(a) Represent these causal links in a Bayesian network. Let a stand for "alarm sounds”, ¢ for "crowd
gathers”, f for "fire exists”, £ for truck arrives”, and v for "vandalism exists”. [2p] .

{b) Given the independence assumptions implicit in the Bayesian network, what are the conditional
and/or prior probabilities that need to be specified to fully determine the joint probability distri-
bution? In other words, what are the conditional tables associated with each node? [2p]

{¢) Suppose there is a crowd in front of the building one day but that no fire trucks arrive. Given
this, what is the probability that there is a fire, expressed as some function of the conditional {or
prior) probabilities? [2p] '

¢ Appendix 2 provides you with some help in answering these questions.

5. A* search is the most widely-known form of best-first search. The following questions pertain to A*
search:

(a) Explain what an admissible heuristic fanction is using the notation and descriptions in (c). [1p]

{b) Suppose a robot is searching for a path from one location to another in a rectangular grid of
locations in which there are arcs between adjacent pairs of locations and the arcs only go in
north-south {south-north) and east-west (west-east) directions. Furthermore, assume that the
robot can only travel on these arcs and that some of these arcs have obstructions which prevent
pagsage across such arcs.

The Manhotion distance between two locations is the shortest distance between the locations
ignoring obstructions. Is the Manhattan distance in the example above an admissible heuristic?
Justify your answer explicitly. {2p]

{c} Let h(n) be the estimated cost of the cheapest path from a node n to the goal. Let g(n) be the
path cost from the start node ng to n. Let f(n) = g(n} + h(n) be the estimated cost of the
cheapest solution through n.

Provide 2 sufficiently rigid proof that A* using either tree-search (seminar slides) or graph-search
(in book) is optimal if k{n) is admissible. If possible, use a diagram to structure the contents of
the proof. {2p]

6. Domain-independent heuristics play an important part in many planning algorithms. Such heuristics
are often based on relazing the original planning problem.
{(a) Explain the concept of relaxing a problem and how this helps us find usefu! heuristics.[2p]
(b) Provide a concrete exampie of this technique using an action schema in a planning domain of your
choice. [2p]

7. Modeling actions and change in incompletely represented, dynamic worlds is a central problem in
knowledge representation. The following questions pertain to reasoning about action and change.

(a) What is the frame problem? Use the Wumpus world to provide a concrete exampie of the problem.
[2p]

(b) What is the ramification problem? Use the Wurapus world to provide a concrete example of the
problem. [2p)

(¢) What is nonmonotonic logic? How can it be used to provide solutions to the frame problem? [2p]



8. A learning agent moves through the unknown environment below in episodes, always starting from
state 3 until it reaches the gray terminal states in either 1 or 5. In the terminal states the learning
episode ends and no further actions are possible. The numbers in the squares represent the reward $he
agent is given in each state. Actions are { West, Fust} and the transition function is deterministic (no
uncertainty}. The agent uses the Q-learning update, as given in appendix 3, to attempt to calculate
the utility of states and actlons. It has a discount factor of 0.9 and & fixed learning rate of 0.5. The
estimated values of the Q-function based on the sgent's experience so far is given in the table below.
a) Construct the policy function for an agent that just choses the action which it thinks maximizes
utifity based on its current experience so far, is this policy optimal given the problem parameters
above? [1p]

b) Is the agent guaranteed to eventually always find the optimal policy with the behavior above? Bx-
plain one approach that could be used to improve the agent’s behavior. [1p]

¢) For whatever reason the agent now moves west from the start position to the terminal state. Up-
date the Q-function with the new experience and extract a new policy for the agent under the same
agsumptions ag in a). Show the steps of your calculation. [2p]



Appendix 1

Converting arbitrary wifs to clause form
1. Eliminate implication signs.
2. Reduce scopes of negation signs.

3. Btandardize variables within the scopes of quantifiers (Hach quantifier should have its own unique
variable).

4. Eliminate existential quantifiers. This may involve introduction of Skolem constants or functions.
5. Convert to prenex form by moving ali remaining quantifiers to the front of the formula.
6. Put the matrix into conjunctive normal form. Two useful rules are:

oy V (we Aws) = (g V) A{w Vws)
. w A (we Vws) = (wy Awg) V (wy Awsg)

7. BEliminate universal quantifiers.
8. Eliminate A symbols.

9. Bename variables so that no variable symbo! appears in more than one clause.

Skolemization

Two specific examples. One can of course generslize the technique.
dzP(z) :

Skolemized: P(c) where c is a fresh constant name,

Yz, ..., %k SyP(y) :

Skolemized: P(F(x;,...,zx)}, where f is a fresh function name.



Appendix 2

A generic entry in a join$ probability distribution is the probability of a conjunction of particular assignments
to each variable, such as P(Xy = 21 A ... A Xp = @n). The notation P(z1,...,z,) can be used as an
abbreviation for this.

The chain rule states that any entry in the full joint distribution can be represented as a product of conditional
probabilities:

n

P(z1,. . n) = [ [ Plas | @51, 21) (9)

i=1
(3iven the independence assumptions implicit in & Bayesian network a more efficient representation of entries
in the full joint distribution may be defined as

Pz, ... zp) = ﬁ Pla; | parents(X)), | ' (10)

i=1
where parents(X;) denotes the specific values of the variables in Parents(X;).
Recall the following definition of a conditional probability:

P(XAY)
57 (i1)

The following is a useful general inference procedure:

P(X|Y)=

Let X be the query variable, let B be the set of evidence variables, let e be the observed values for them,
let Y be the remaining unobserved variables and let o be the normalization constant:

P(X|e)=aP(X,e)=0y P(X,ey) (12)

where the summation is over all possible ¥'s (i.e. all possible combinations of values of the unobserved
variables Y).

Equivalently, without the normalization constant:

_P(X,e) _ ¥, P(X,e,y)
Pl =S = Tho Prey)

{13)



Appendix 3: MDPs and Reinforcement Learning

Value iteration

Value iteration is a way to compute the utility U{a} of all states in a known environment (MDP) under the
optimal policy #*(s).

It is defined as:

U(s) = R(s )+’ymaxZP{s s, @)U {s") (14)

where R{s) is the reward func‘cion, s and s are states, -y Is the discount factor. P(¢'|s,a) is the state tran-
sition function, the probability of ending up in state s’ when taking action a in state s.

Value iteration is usually done by initializing U{s) to zero and then sweeping over all states updasting
U{s) in several iterations until it stabilizes.

A policy function defines the behavior of the agent. Once we have the utility function of the optimal policy
from above, Up«(s}, we can essily extract the optimal policy n*{s) itsel§ by simply taking the locally best
action in each state

£ — ’ /
7(8) = arg gngic?P(s |5, &}z (s)

Q-learning

Q-learning is a model-free reinforcement learning approach for unknown environments and can be defined
as:

Qse,a0) + Qlse,00) + (R(s41) + 7, oex, Qst+1, a1} — Q81,04))

where sy and 8,11 are states in a sequence, Q(sy, a;) is the estimated utility of takmg action o, in state s,
<y is the discount factor and « is the learning rate.

The Q-function is usually initialized to zero, and each time the agent performs an action it can be up-
dated based on the observed sequence ..., 8, B(54), 64, 5641, B(8¢+1).... The Q-function can then be used to
guide agent behavior, for example by extracting a policy like in value iteration above,



