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Exam in Statistical Methods, 2017-11-27 
Time allowed: kl: 8-12 

Allowed aids: Calculator. One handwritten A4 paper (both sides) with the students own notes.  

Assisting teacher: Hector Rodriguez-Deniz 

Grades: A=19-20 points, B=17-18p, C=14-16p, D=12-13p, E=10-11p, F=0-9 

Provide a detailed report that shows motivation of the results.  

_________________________________________________________________________________________ 

 
1  
Let  𝑓(𝑦) =  𝑐𝑒−2𝑦, 0 ≤ 𝑦 ≤ ∞  be the density function of the random variable 𝑌.  

a) Find 𝑐 so that 𝑓(𝑦) is a density function . 1p 

b) Find the cumulative distribution function 𝐹(𝑦), and show that  
lim
𝑦→0

𝐹(𝑦) = 0 and lim
𝑦→∞

𝐹(𝑦) = 1. 1p 

c) Calculate the probability  𝑃(1 ≤ 𝑌 ≤ 2). 1p 

 

2 
Let the bivariate random variable (𝑌1, 𝑌2) have joint density function:  

𝑓(𝑦1, 𝑦2) = { 
2, 0 ≤ 𝑦1 ≤ 𝑦2 ≤ 1
0, 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒

 

a) Find the marginal distributions 𝑓(𝑦1) and 𝑓(𝑦2). Check if 𝑦1, 𝑦2 are  

independent, by using the definition of independent random variables. 2p 

b) Find 𝑓(𝑦1|𝑦2). Can you identify the result as a known distribution?. 1p 

c) Find 𝑃(𝑌2 ≥ 0.8). 1p 

  

3 
Let 𝑌1, 𝑌2, … , 𝑌𝑛 denote 𝑛 independent and identically distributed random variables from the following 

distribution with parameter 𝛼,   

𝑓(𝑦|𝛼) = { 
𝛼𝑦𝛼−1/3𝛼 , 0 ≤ 𝑦 ≤ 3

0, 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒
 

 

a) Show that 𝐸[𝑌] = 3𝛼/(𝛼 + 1). 2p 

b) Calculate the method-of-moments estimator for 𝛼 1p 
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4 
Let 𝑌1, 𝑌2, … , 𝑌𝑛 be a random sample from a Bernoulli distribution. The probability function is given by 

𝑝(𝑦|𝜃) = 𝜃𝑦(1 − 𝜃)1−𝑦, where 𝑦 = {0,1} and 0 < 𝜃 < 1 is the success probability.  

a) Estimate 𝜃 using Maximum Likelihood method. 3p 

5 
We are interested in study the relationship between body fat and several possible predictor variables. 
The sample consists of 20 females with ages between 25-30 years, including the following variables: 
 
Y = Amount of body fat (%) 
X1 = Triceps skinfold thickness (mm) 
X2 = Thigh circumference (cm) 
X3 = Midarm circumference (cm) 
 

We set up the following multiple linear regression model, 𝑦 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + 𝛽3𝑥3 + 𝜀, and 
estimated it using ordinary least-squares (OLS), obtaining the following estimates and results: 
 

𝜷′̂ = [117.085 , 4.334 , −2.857 , −2.186] 
 

𝑆𝑆𝐸 = 98.405 
 

(𝑋′𝑋)−1 = (

1618.867   48.810
     48.810     1.479

−41.849 −25.799
  −1.265    −0.779

  −41.849 −1.265
  −25.799 −0.779

1.084       0.666
 0.666       0.414

) 

 
a) Test 𝐻0: 𝛽2 = 0  at 5% significance level. Interpret your result. 3p 

 

6 
We want to test whether a 5 kronor coin is fair by tossing it 𝑛 times. If we assume independent tosses, 
we can model the experiment as a single Binomial sample with the following likelihood 

𝑝(𝑦|𝜃) = (
𝑛
𝑦) 𝜃𝑦(1 − 𝜃)𝑛−𝑦 

Where 𝑛 is the number of tosses, 𝑦 is the number of heads (or successes) and the probability of heads 
is 𝜃 = 𝑝. Now we place a Beta prior on 𝜃, i.e. 𝜃~𝐵𝑒𝑡𝑎(𝛼, 𝛽). 

a) Find the posterior distribution of 𝜃, and an expression for the estimator 𝜃𝐵𝑎𝑦𝑒𝑠   2p 

b) In order to collect some data, we toss the coin 𝑛 = 10 times, and we obtain 𝑦 = 5 number of 
heads. Let’s now define two different prior distributions for 𝜃, 

𝑝1(𝜃)~𝐵𝑒𝑡𝑎(𝛼1 = 2, 𝛽1 = 2) 
𝑝2(𝜃)~𝐵𝑒𝑡𝑎(𝛼2 = 2, 𝛽2 = 20) 

See Figure 1 for a graphical representation of their density. Your task is to calculate two Bayes 

estimates 𝜃𝐵𝑎𝑦𝑒𝑠_1, 𝜃𝐵𝑎𝑦𝑒𝑠_2 by using each prior. Do you think our prior beliefs have influenced 

the posterior estimates of 𝜃 here?  

 1p 
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c) Now we collect much more data: we toss the coin 𝑛 = 500 times and obtain 𝑦 = 240 heads. 

Recalculate the Bayes estimates 𝜃𝐵𝑎𝑦𝑒𝑠_1, 𝜃𝐵𝑎𝑦𝑒𝑠_2 using the same priors as in (b). What 

happened now with the posterior estimates after collecting so many data? 
 1p 

 

Figure 1 – Prior distributions for Binomial parameter 𝜃 = 𝑝 
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