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Exam in Statistical Methods, 2016-10-17 
Time allowed: kl: 8-12 

Allowed aids: Calculator. One handwritten A4 paper (both sides) with the students own notes.  

Assisting teacher: Hector Rodriguez-Deniz 

Grades: A=19-20 points, B=17-18p, C=14-16p, D=12-13p, E=10-11p, F=0-9p 

Provide a detailed report that shows motivation of the results.  

_________________________________________________________________________________________ 

1  
Let  𝑓(𝑦) = {

 𝑐𝑦2 + 𝑦, 0 ≤ 𝑦 ≤ 1
0, 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒

     be the density function of the random variable Y.  

a) Find the value of 𝑐 that makes 𝑓(𝑦) a density function. 1p 

b) Find the cumulative distribution function 𝐹(𝑦). 1p 

c) Calculate the probability  𝑃 (
1

2
≤ 𝑌 ≤ 1). 1p 

 

2 
Let the bivariate random variable (𝑌1, 𝑌2) have the joint density function:  

𝑓(𝑦1, 𝑦2) = { 
6(1 − 𝑦2), 0 ≤ 𝑦1 ≤ 𝑦2 ≤ 1

0, 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒
 

a) Find the marginal distributions 𝑓(𝑦1) and 𝑓(𝑦2). Are 𝑌1 and 𝑌2 independent? 2p 

b) Find 𝐸[𝑦1] 1p 

c) Find 𝑃(𝑌1|𝑌2 = 𝑦2). Can you identify the result as a known distribution? 1p 

 

3 
Let a sample of size n from a random variable 𝑌~𝐸𝑥𝑝𝑜𝑛𝑒𝑛𝑡𝑖𝑎𝑙(𝜆), where 𝜆 =

1

𝛽
 is the rate parameter 

and 𝜆 > 0. The density is given by 𝑓(𝑦) =  𝜆𝑒−𝜆𝑦. Note that 𝐸[𝑌] =
1

𝜆
 

a) Estimate 𝜆 using Method of Moments. 1p 

b) Estimate 𝜆 using Maximum Likelihood. 2p 

c) Estimate 𝜆 using Bayesian method with a conjugate Gamma prior 𝜆~Gamma(8,4).  

What is the actual value of the estimate for 𝑛 = 10 and ∑ 𝑦 = 30? 2p 
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4 
We collect the following random sample (𝑦𝑖 , 𝑥𝑖) of size n = 6 where Y is the dependent (output) 
variable and X the independent (input) variable. 
 

Y X 

7 1 

8 3 

9 5 

11 7 

15 9 

22 11 

 
a) Fit the model, 𝑌 = 𝛽0 + 𝛽1𝑥 + 𝜀 , to the data above using ordinary least-squares (OLS). 

Present the equation of the fitted line. Also, plot the points and sketch the fitted line. 
 2p 

b) Calculate the sum of squared (SSE) and mean squared (MSE) errors.  
 1p 

c) Test if the intercept is significant (𝐻0: 𝛽0 = 0) at 95% confidence level. Conclusions? 
 2p 
  

 

5  
Show, by using the properties of the expected value and variance, that the expected value of a Chi-

square distributed variable is equal to the number of degrees of freedom. That is, show that if 

𝑌~ 𝜒2(𝑣)  then  𝐸[𝑌] = 𝑣. 

Hint:  𝑌 = ∑ (
𝑋𝑖−𝜇

𝜎
)

2
𝑣
𝑖=1   and  𝑋𝑖~𝑁(𝜇, 𝜎2) 

 3p 

 

 
Good luck! 
Lycka till! 
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