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Exam

732A54 Big Data Analytics

May 10, 2017, 8-12

Grades: For a pass grade you need to obtain 50% of the total points.

Instructions:
In addition to the instructions on the cover page:

» Write clearly. -

Start the answers to a question on a new page.

If you make assumptions that are not given in a question, then clearly de-
scribe these assumptions. (Of course, these assumptions cannot change the
exercise.)

* Give relevant answers to the questions. Points can be deducted for answers
that are not answers to the question.

Answer in English.



Question 1 (2p)

Compare RDBMS and NoSQL data management systems regarding:

-~ data models

- consistency and availability in the presence of network partitions,

Question 2 (3p)

Explain the role of name nodes and data nodes in the HDFS.

Question 3 (2p)

P1, P2 and P3 are three distributed processes. The events following below have
occurred during the processes and the values for their vector clocks are given:

Pl: A (0,0,0); B (1,0,0); C (2,0,0); D (3,0,0); E (4,0,2)
P2: F (0,0,0); G (1,1,0); H (2,2,0); T (2,3,3)
P3: J (0,0,0); K (0,0,1); L (0,0,2); M (0,0,3)

Name the relationships between the following two pairs of events and explain (with
the help of the respective formal rules) how you have determined them:

- B (1,0,0) and K (0,0,1)

-1(2,3,3) and E (4,0,2).

Question 4 (3p)

Explain the HBase data model.

Question 5 (1+1=2p)

(a) Explain (including an annotated drawing) the principle of memory hierarchy as
used in modern server computers.

(b) What is the purpose of memory hierarchy in computer architecture? What kind
of programs are expected to benefit from memory hierarchy, and why?

Question 6 (1p)

Give an example of a network (hame and short explanation including an annotated
drawing) that is not scalable (i.e., its accumulated throughput does not grow with
the number of processors).




Question 7 (0.5p)

Define the parallel algorithmic design pattern data parallelism.

Question 8 (1p)

What properties do functions need to fulfill that are to be used in Combine or
Reduce steps of MapReduce, and why?

Question 9 (1.5p)

Which steps of MapReduce involve disk I/O, and for what purpose?

Question 10 (1.5+0.5=2p)

(a) Shortly explain and compare the fault tolerance mechanisms of MapReduce and
Spark.

(b) In particular, which of the two is expected to result in less disk I/O if the prob-
ability of hardware failures is relatively low? Explain your answer.

Question 11 (1p)

For iterative machine learning jobs, Spark usually outperforms MapReduce by an
order of magnitude. Explain why.

Question 12 (1p)

What do systems such as YARN and Mesos do?

Question 13 (6p)

Implement in Spark (PySpark) the following k-means algorithm.

Assign each point to a cluster at random

Repeat the following lines [ times
Assign each point to the cluster with the closest centroid

th s W N e

Compute the cluster centroids as the averages of the points assigned to each cluster

Update the cluster centroids as the averages of the points assigned to each cluster

You can use the functions randint (A, B) which produces a random integer
in the given interval, and distance (A, B) which returns the distance between

two points.




Question 14 (2+2=4p)

(a) Describe briefly the main difference between the Spark and MapReduce frame-
works, Show whére you make use of this distinguishing feature in your implemen-

tation of the k-means algorithm.
(b) Give two reasons why the MapReduce framework is suitable for implementing

many machine learning algorithms.




