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Exam 2017-06-08

Marco Kuhlmann

This exam consists of three parts:

1. PartA consists of 5 items, eachworth 3 points. These items test your understanding
of the basic methods that are covered in the course. They require only compact
answers, such as a short text, calculation, or diagram.

Collected wildcards are valid for this part of the exam. The numbering of the questions
corresponds to the numbering of the wildcards.

2. PartB consists of 3 items, eachworth 6 points. These items test your understanding
of themore advancedmethods that are covered in the course. They require detailed
and coherent answers with correct terminology.

3. Part C consists of 1 item worth 12 points. This item is an essay question that tests
your understanding of the following article:

David Ferrucci, Eric Brown, Jennifer Chu-Carroll, James Fan, David Gondek, Aditya
A. Kalyanpur, Adam Lally, J. William Murdock, Eric Nyberg, John Prager, Nico Schlae-
fer, Chris Welty. Building Watson: An Overview of the DeepQA Project. AI Magazine
31(3):59–79, 2010.

Grade requirements 729G17: For grade G (Pass), you need at least 12 points in
Part A. For grade VG (Pass with distinction), you additionally need at least 12 points
in Part B, and at least 6 points in Part C.

Grade requirements TDP030: For grade 3, you need at least 12 points in Part A. For
grade 4, you additionally need at least 12 points in Part B. For grade 5, you additionally
need at least 6 points in Part C.

Note that surplus points in one part do not raise your score in another part.

Good luck!
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Part A

01 Text classification (3 points)

A Naive Bayes classifier has to decide whether the document ‘London Paris’ is news
about the United Kingdom (class U) or news about Spain (klass S).

a) State the formula for the Naive Bayes classification rule and explain its parts.

b) Estimate the probabilities that are relevant for the classification of the specific
document above from the following document collection using Maximum
Likelihood estimation (without smoothing). Answer with fractions.

document class

1 London Paris U

2 Madrid London S

3 London Madrid U

4 Madrid Paris S

c) Practical implementations of a Naive Bayes classifier often use log probabilities.
Draw a graph for the function 𝑓(𝑝) = log 𝑝 in the relevant interval.

02 Languagemodelling (3 points)

For the 520 million word Corpus of Contemporary American English, we have the
following counts of unigrams and bigrams: your, 883,614; rights, 80,891; doorposts,
21; your rights, 378; your doorposts, 0.

a) Estimate the probabilities 𝑃(your) and 𝑃(rights ∣ your) using Maximum Likeli-
hood estimation (no smoothing). Answer with fractions.

b) Estimate the bigramprobability𝑃(doorposts ∣ your)usingMaximumLikelihood
estimation and add-𝑘 smoothing with 𝑘 = 0.01. Assume that the vocabulary
consists of 1,254,193 unique words. Answer with a fraction.

c) Suppose that we train three 𝑛-gram models on 38 million words of newspaper
text: a unigram model, a bigram model, and a trigram model. Suppose further
that we evaluate the trained models on 1.5 million words of text with the same
vocabulary and obtain the following entropy scores: 7.4090, 6.768, and 9.910.
Which entropy belongs to which model? Provide a short explanation.
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03 Part-of-speech tagging (3 points)

The evaluation of a part-of-speech tagger produced the following confusion matrix.
The marked cell gives the number of times the system tagged a word as a verb (VB)
whereas the gold standard specified it as a noun (NN).

NN JJ VB

NN 58 6 1

JJ 5 11 2

VB 0 7 43

a) Set up a fraction for the tagger’s accuracy.

b) Set up fractions for the tagger’s recall on verbs and its precision on nouns.

c) Write down another confusion matrix where accuracy is the same as in the
matrix above, but where the tagger’s recall on adjectives is 50%.

04 Syntactic analysis (3 points)

A transition-based dependency parser analyses the sentence I booked a flight from
L. A. Here is the gold-standard tree for this sentence.

I booked a flight from L. A.

a) Suppose that the parser starts in the initial configuration for the sentence and
takes the transitions SH, SH, LA. State the new configuration. Represent the
partial dependency tree by listing its arcs.

b) State a complete sequence of transitions that takes the parser all the way from
the initial configuration to a terminal configuration, and that recreates all arcs
of the gold-standard tree.

c) Provide a modified transition sequence where the parser mistakingly predicts
the arc booked → from instead of flight → from, but gets the other dependencies
right.
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05 Semantic analysis (3 points)

The Lesk algorithm is a simple method for word sense disambiguation that relies on
the use of dictionaries. Here are glosses and examples from Wiktionary for three
different senses of the word course:

1 A normal or customary sequence. 2 A learning program, as in university. I need to
take a French course. 3 The direction of movement of a vessel at any given moment.
The ship changed its course 15 degrees towards south.

a) Which of the three senses of the word course does the Lesk algorithm predict in
the following sentence, based on the given glosses and examples?

In the United States, the normal length of a course is one academic term.

Ignore the word course, punctuation, and stop words. Explain your answer.

b) Change the sentence such that the word course maintains its intended sense,
but the Lesk algorithm now predicts a different sense than in the previous item.

c) In the extension of the Lesk algorithm known as Corpus Lesk, instead of just
counting overlapping words, each word 𝑤 is weighted as follows:

weight(𝑤) = log number of glosses and examples
number of glosses and examples which contain 𝑤

Under this scheme, what is the weight of a stop word such as and, the, or you?
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Part B

06 Levenshtein distance (6 points)

The following matrix shows the values computed by the Wagner–Fisher algorithm
for finding the Levenshtein distance between the two words intention and execution.
Note that the matrix is missing some values (marked cells).

n A 8 8 8 8 8 8 7 6 5

o A 7 7 7 7 7 7 6 5 6

i A 6 6 6 6 6 6 5 6 7

t A 5 5 5 5 5 5 6 7 8

n A 4 4 4 4 5 6 7 7 7

e A 3 4 B 4 5 6 6 7 8

t A 3 3 3 4 5 6 6 7 8

n A 2 2 3 4 5 6 7 7 7

i A 1 2 3 4 5 6 6 7 8

# A A A A A A A A A A

# e x e c u t i o n

a) Define the concept of the Levenshtein distance between two words. The defini-
tion should be understandable even to readers who have not taken this course.

b) Provide the values for the cells marked A. Explain.

c) Calculate the value for the cell marked B. Explain. Show that you have under-
stood the Wagner–Fisher algorithm.
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07 Viterbi algorithm (6 points)

The following matrices specify a Hidden Markov model in terms of costs (negative
log probabilities). The marked cell gives the transition cost from BOS to PL.

PL PN PP VB EOS

BOS 11 2 3 4 19

PL 17 3 2 5 7

PN 5 4 3 1 8

PP 12 4 6 7 9

VB 3 2 3 3 7

hen vilar ut

PL 17 17 4

PN 3 19 19

PP 19 19 3

VB 19 8 19

When using the Viterbi algorithm to calculate the least expensive (most probable) tag
sequence for the sentence ‘hen vilar ut’ according to this model, one gets the following
matrix. Note that the matrix is missing three values (marked cells).

hen vilar ut

BOS 0

PL A 27 21

PN 5 28 35

PP 22 27 20

VB 23 B 36

EOS C

a) Calculate the value for the cell A. Explain your calculation.

b) Calculate the values for the cells B and C. Explain your calculations.

c) Starting in cell C, draw the backpointers that identify the most probable tag
sequence for the sentence. State that tag sequence.
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08 Named entity tagging (6 points)

Named entity tagging is the task of identifying entities such as persons, organisations,
and locations in running text. One idea to approach this task is to use the same
techniques as in part-of-speech tagging. However, a complicating factor is that
named entities can span more than one word. Consider the following sentence:

Thomas Edison was an inventor from the United States.

In this example we would like to identify the bigram ‘Thomas Edison’ as a mention of
one named entity of type ‘person’ (PER), not two words; similarly, we would like to
identify ‘United States’ as one named entity of type ‘location’ (LOC).

To solve this problem, we can use the so-called BIO tagging. In this scheme we
introduce a special ‘part-of-speech’ tag for the beginning (B) and inside (I) of each
entity type, as well as one tag for words outside (O) any entity. Here is the example
sentence represented with BIO tags:

ThomasB-PER EdisonI-PER wasO anO inventorO fromO theO UnitedB-LOC StatesI-LOC

a) Explain what type of data would be required for training named entity taggers
that use the BIO tagging scheme using supervised machine learning.

b) Discuss which type of gold-standard data it is easier to obtain more of: data for
part-of-speech taggers or data for named entity taggers.

c) Named entity taggers using the BIO tagging scheme can be evaluated at the
level of words (‘How many words were tagged with the correct BIO tag?’) or at
the level of entities (‘How many 𝑛-grams were tagged with their correct entity
type?’). Provide a concrete example, similar to the one above, which shows
that a system can have a high word-level tagging accuracy but a low entity-level
tagging accuracy. Your example should contain at least one named entity of
type person (PER). Explain.
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Part C

09 Question answering systems (12 points)

provide a bit more detail about the various archi-
tectural roles.

Content Acquisition
The first step in any application of DeepQA to
solve a QA problem is content acquisition, or iden-
tifying and gathering the content to use for the
answer and evidence sources shown in figure 6. 

Content acquisition is a combination of manu-
al and automatic steps. The first step is to analyze
example questions from the problem space to pro-
duce a description of the kinds of questions that
must be answered and a characterization of the
application domain. Analyzing example questions
is primarily a manual task, while domain analysis
may be informed by automatic or statistical analy-
ses, such as the LAT analysis shown in figure 1.
Given the kinds of questions and broad domain of
the Jeopardy Challenge, the sources for Watson
include a wide range of encyclopedias, dictionar-
ies, thesauri, newswire articles, literary works, and
so on. 

Given a reasonable baseline corpus, DeepQA
then applies an automatic corpus expansion
process. The process involves four high-level steps:
(1) identify seed documents and retrieve related
documents from the web; (2) extract self-contained
text nuggets from the related web documents; (3)
score the nuggets based on whether they are

informative with respect to the original seed docu-
ment; and (4) merge the most informative nuggets
into the expanded corpus. The live system itself
uses this expanded corpus and does not have
access to the web during play.

In addition to the content for the answer and
evidence sources, DeepQA leverages other kinds of
semistructured and structured content. Another
step in the content-acquisition process is to identi-
fy and collect these resources, which include data-
bases, taxonomies, and ontologies, such as dbPe-
dia,7 WordNet (Miller 1995), and the Yago8

ontology.

Question Analysis
The first step in the run-time question-answering
process is question analysis. During question
analysis the system attempts to understand what
the question is asking and performs the initial
analyses that determine how the question will be
processed by the rest of the system. The DeepQA
approach encourages a mixture of experts at this
stage, and in the Watson system we produce shal-
low parses, deep parses (McCord 1990), logical
forms, semantic role labels, coreference, relations,
named entities, and so on, as well as specific kinds
of analysis for question answering. Most of these
technologies are well understood and are not dis-
cussed here, but a few require some elaboration.

Articles

FALL 2010  69

Figure 6. DeepQA High-Level Architecture.a) Using the diagram as a point of reference, explain the DeepQA architecture
from a bird’s eye perspective. Provide examples from the article.

b) Explain one of the components in the DeepQA architecture in more detail.
Provide examples from the article.

c) Describe the measures that the developers used to evaluate Watson. According
to your own judgement, which of those measures is the most important?

d) The authors write: ‘Our results strongly suggest that DeepQA is an effective
an extensible architecture that may be used as a foundation for combining,
deploying, evaluating, and advancing a wide range of algorithmic techniques
to rapidly advance the field of QA.’ Discuss which specific results in the article
support this conclusion. Would you agree with the authors’ assessment?
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