Chalmers University of Technology, Department of Applied Mechanics Teacher: Mattias Wahde, tel. 7723727

## Exam in FFR 105 (Stochastic optimization algorithms), 2016-10-26, 14.00-18.00, M.

The examiner will visit the exam rooms twice, around 15.00 and around 17.00.
It will be possible to review your results (for the exam and the home problems) any day after Nov. 16.

In the exam, it is allowed to use a calculator, as long as it cannot store any text. Furthermore, mathematical tables (such as Beta, Standard Math etc.) are allowed, provided that no notes have been added. However, it is not allowed to use the course book, or any lecture notes from the course, during the exam.

Note! In problems involving computation, show clearly how you arrived at your answer, i.e. include intermediate steps etc. Only giving the answer will result in zero points on the problem in question.

There are four problems in the exam, and the maximum number of points is 25 .

1. (a) The problem of overfitting often appears in optimization problems involving real data sets (which are almost always of limited size). The problem can, to some extent, be avoided using holdout validation. Introduce and describe this method in detail. (2p)
(b) Many stochastic optimization algorithms, for example genetic algorithms and ant colony optimization, are based on biological phenomena, meaning that an understanding of such phenomena is important for understading (and developing further) the algorithms.
i. In genetic algorithms, the concept of genes is central. In the biological counterpart, genes serve the purpose of providing the necessary information for generating proteins, using a two-step process. Name and describe the two steps. (2p)
ii. Ant colony optimization relies on an indirect form of communication, similar to the one used by real ants. Name and describe this form of communication. (1p)
(c) Write down the standard particle swarm optimization (PSO) algorithm and describe all steps in detail, with the relevant equations. Include clear definitions and descriptions of all variables and parameters. In particular, describe how the tradeoff between exploration and exploitation (of the results already found) is handled in PSOs. (4p)
2. (a) Newton-Raphson's method is an iterative method for finding local optima of a twice differentiable function. Use this method to find the minimum of the function $f(x)=8 x-\ln x$, starting from $x \equiv x_{0}=0.075$. First, write down (for this particular function) the expression for $x_{j+1}$ as a function of $x_{j}$. Next, make a table with two columns: (1) the index $j$ of the iterate, and (2) the corresponding value $x_{j}$. Iterate until the difference between two consecutive iterates (i.e. $\left.\left|x_{j+1}-x_{j}\right|\right)$ drops below $10^{-5}$, and enter all the iterates in your table. Next, prove that the point found is really a minimum of $f(x)$. (3p)
(b) The Lagrange multiplier method is applicable to optimization problems involving equality constraints. Consider the curve implicitly determined by the equation $x_{1}^{2}+x_{1} x_{2}=1$. Using (Note!) the Lagrange multiplier method, find the points (there may be more than one) in $\mathbf{R}^{2}$ on this curve that are closest to the origin of the coordinate system. Specify the exact location of these points (rather than an approximation in the form of a decimal number). (4p)
3. Linear genetic programming (LGP) is particularly useful in situations where the size of the evolving system is difficult to determine in advance. Consider a very simple, two-dimensional, grid-based computer game, in which a game character (shown as a filled disc in the left panel of Figure 3 (next page)) can move between grid cells. The character has a specified forward direction of motion (indicated by an arrow in the figure), and there are four possible operators, namely $O_{1}$ : Move forward (in the direction of the arrow), $O_{2}$ : Move backward (in the opposite direction), $O_{3}$ : Turn left 90 degrees (while staying in the same grid cell), thus changing the forward direction, and $O_{4}$ : Turn right 90 degrees (i.e. the opposite of $O_{3}$ ). The character moves according to instructions consisting of two elements each, the operator and an operand determining how many times the operator is applied before moving to the next instruction. Thus, for example, if $O_{1}$ is applied twice, the character moves two steps forward. If instead $O_{3}$ is applied twice, the character makes a 180 degree right turn in its grid cell. The sequence of instructions carried out by the character is encoded in an LGP chromosome.
(a) Consider now the situation in the figure in which the character starts at the cell $(x, y)=(4,3)$, and where the chromosome takes the form $c_{1}=11311241223211$. Decode the chromosome, write down a the movement steps in a list, and plot the entire trajectory of the character. (3p)
(b) At the end of a generation, chromosome $c_{1}$ is crossed with a chromosome $c_{2}=$ 22113121, using two-point crossover such that the first crossover point (in both chromosomes) occurs after the first instruction and the second crossover point (in both chromosomes) occurs just before the last instruction. After crossover, two new chromosomes are formed. Find and plot the entire trajectory for the shorter of the two new chromosomes (again starting from $(x, y)=(4,3)) .(2 \mathrm{p})$


Figure 1: Left panel: The grid for Problem 3. In the situation shown here, the character is located at $(4,3)$, and the direction of movement is to the right. Right panel: The graph for Problem 4.
4. Ant colony optimization can, for example, be used in routing problems. Consider the problem illustrated in the right panel of Fig. 3. The figure shows a number of locations that are to be visited by a delivery truck. The aim is to find the best path, using the Ant system (AS) algorithm. Here, the visibility $\eta_{i j}$ of the nodes depend not only on the distance between the nodes, but also on the level of traffic along the various parts of the road, and similar factors. The numbers associated with each edge in the figure determine the visibility $\eta_{i j}$ in a given situation (such that, moreover, $\eta_{j i}=\eta_{i j}$ ).
(a) Assuming that the pheromone levels (on all edges) are equal to 1 , compute the probability of selecting the path I $\rightarrow$ II $\rightarrow$ III $\rightarrow$ IV (with a return to location I implied in the final step), given that the artificial ant generates the path using AS, using the parameters $\alpha=\beta=1$. Let $p\left(e_{i j} \mid S\right)$ denote the probability of taking a step from node $j$ to node $i$, given a path fragment $S$. Show clearly how you arrive at the probabilities for each step of the computation. (2p)
(b) Determine the pheromone levels on all edges after one ant has traversed the path described above, assuming that the value of the objective function (to be maximized) is equal to 0.5 for this path, and that the pheromone evaporation rate is also equal to 0.5 . Show clearly how you arrive at your answer. (2p)

