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1. The system architecture for a fault-tolerant node in a distributed computer system 
is shown in Figure 1. The node consists of two processor modules (PMs) and two
I/O modules (IOMs). The processor modules are connected to the I/O modules via 
two parallel bus. The I/O modules communicate with other nodes in the system via 
two serial buses.

All modules operate in active redundancy. For silent failures, the system remains 
operational as long as at least one processor module, one I/O module and one par-
allel bus are working.

 

a) Divide the system into the minimum number of fault containment regions 
required to achieve maximum reliability. Motivate the answer.

(2p)

b) Derive an expression for the reliability of the node. Assume that all failures 
are silent failures and that the function times of all modules are exponentially 
distributed. Use the following notation:

1 failure rate for one processor module
2 failure rate for one I/O-module

Disregard failures of the parallel buses and the serial buses.
(3p)

c) Assume that the processor modules has a coverage factor, c, for fulfilling the 
fail-silence assumption. Derive expressions for the reliability and the MTTF 
of the processor module subsystem. (A violation of the fail-silence assump-
tion is considered as a subsystem failure.)

(3p)

d) Assume that a violation of the fail silent assumption leads to catastrophic 
(unsafe) failure of the node. Derive an expression for the steady state safety 
of the node under the assumption that coverage factor is c for the processor 
modules and ideal (c =100%) for the I/O modules. Disregard failures of the 
parallel buses and the serial buses. Use the same notation for the failure rates 
as in problem b).

(4p)

PM PM

IOM IOM

Figure 1. 
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2. A fault-tolerant file server consists of two processors and three disk units. All units 
operate in active redundancy. The server is operational as long as at least one 
processor and one disk are working. 

Derive an expression for the availability of the file server. Assume that the function 
times of the processors and the disks are exponentially distributed. Let p denote the 
failure rate for one processor and d the failure rate for one disk. Assume that the 
fault coverage is ideal (100%) for the disks and c (< 100%) for the processors.

The repair rate is d for the disks and 2p for the processors in cases where a pro-
cessor failure is covered. For non-covered failures, the repair rate is p for the pro-
cessors. In cases where a non-covered processor failure has occurred, assume that 
no additional processor failure can occur while the crashed processor is being 
repaired. In cases where multiple disk failures or multiple covered processor fail-
ures lead to a system failure, the system is restarted as soon as one processor and 
one disk are available.

Hint: the use of a dedicated repair person for each subsystem implies that failures 
and repairs of the two subsystems occur independently of each other. 

(12p)

3. A fault tolerant computer system consists of three computer modules. Two modules 
are active and one is a standby module when all modules are working. The failure 
rate is for an active module and for a standby module. The standby module 
assumes the role an active module whenever one of the active modules fails. A 
failed module is repaired with a repair rate of . A module that has been repaired 
becomes a standby module if the other two modules are working. The system is 
serviced by one repair person.

a) Define a GSPN model for calculating the steady-state availability of the sys-
tem. 

(6p)

b) Draw the extended reachability graph of the GSPN.
(6p)

4.

a) Describe the basic principle of a CPU-exception. 
(2p)

b) Describe two types of CPU-exceptions.
Hint: The word type here refers to the type of errors that a CPU-exception 
detects.

(2p)

c) Describe the principle of an end-to-end checksum.
(2p)

d) Describe the principles of power supply monitoring.
Hint: Describe how a power supply monitoring device interacts with a CPU 
and how the CPU reacts to a power supply failure.

(2p)
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5. In the paper “Basic Concepts and Taxonomy of Dependable and Secure 
Computing”, Avizienis et al. describe a method for characterizing service failure 
modes according to four viewpoints. Three of the viewpoints are failure 
detectability, failure consistency and failure domain. 

Describe these three viewpoints and explain why they are important. 

(6p)

6. Answer the following questions related to time-triggered real-time systems.

a) What are the main advantages of a time-triggered system compared to an 
event-triggered system?

(2p)

b) What are the main disadvantages of a time-triggered system compared to an 
event-triggered system?

(2p)

c) Why is it simpler to achieve composability in a time-triggered system than in 
an event-triggered system?

(2p)

7.

a) Describe the principle of N-version programming.
(1p)

b) Describe the principle of the Recovery Blocks technique.
(1p)

c) N-version programming and Recovery Blocks use two different approaches 
to introduce design diversity. Describe the two approaches.

(2p)
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Mathematical Formulas

Laplace transforms

Reliability for m of n systems

Steady-state probabilities for a general birth-death process
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